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Abstract - Student achievement is measured via tests. Now, humans assess Manual evaluation gets harder when teacher-to-student 

ratios grow. Manual evaluation is slow and unreliable. Online examinations replaced pen and paper. Computer-based testing only 

evaluates multiple-choice questions, not essays and short answers. Many researchers have worked on automated essay grading and 

short answer scoring for decades, but assessing an essay by considering all elements is challenging. Few studies evaluated content, 

but many styles. This article discusses essay-grading automation. We explored artificial intelligence and machine learning essay-

scoring techniques and research restrictions. Relevance and coherence aren't rated in essays. Automated Essay Scoring (AES) is a 

difficult undertaking that involves grading student writings. Human inaccuracies, inequity issues, time requirements, and so on 

are all diminished. Natural language processing, machine learning, deep learning, etc. are just a few of the many methods that may 

be used for this. High-quality components are essential to the overall efficiency of such systems. This paper's primary objective is 

to assess various AES tactics in both intra- and inter-domain contexts. 

Keywords - Automatic essay scoring; automatic essay grading; semantic analysis; feedback; natural language processing; deep 

learning;evaluation metrics; transformer models. 

I. INTRODUCTION  

Assessment is key to teaching. It affects 

pupils' curriculum comprehension and 

advancement. Choosing an assessment approach 

is key to curriculum development. In this change 

from face-to-face to full-time online instruction, 

various issues emerged, including how to evaluate 

student writing online. IT professionals, teachers, 

testing experts, and politicians all need to work 

together to improve the reliability of online 

exams. the author stresses the need for 

universities to provide a reliable remote 

proctoring system, instruct instructors in the use 

of multiple assessment strategies, and inform 

students of the need of maintaining academic 

honesty in their coursework [1]. 

Essays are required on a daily basis. Language 

and knowledge-based proficiency may be tested 

via essays. Essays are used to assess language 

ability in IELTS, GRE, and other examinations. 

Manually analyzing written essays in today's 

technologically sophisticated society is time-

consuming. It is necessary to grade user essays 

automatically. People desire to assess and enhance 

their language abilities. This endeavour will be 

beneficial to them. This initiative will benefit 

students, scholars, and anybody else who wants to 

enhance their writing [2]. 

Feedback on writing performance is just as 

important as level measurement. Recognizing 

strengths/weaknesses and the influence of each 

characteristic is required for producing adaptive 

feedback for learners. Feedback enables learners 

to recognize the gap between their current 

performance and the desired outcome and self-

regulate in order to attain their goals. Feedback is 

an essential component of learning and has a 

significant influence on students' progress. 

Unsatisfactory feedback is a significant problem 

for college students. Despite the development of 

digital technology and different teaching and 

learning methodologies in recent years, paper-

based exams have remained the primary method 
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of evaluating learners [3]. 

In 2012, the Hewlett Foundation ran a 

competition on Kaggle to find a means to 

computerize student evaluations. The winner of 

this contest received the Automated Student 

Assessment Award (ASAP). Furthermore, 

quadratic weighted kappa was employed 

continuously throughout the competition to assess 

the consistency between human judges' judgments 

and the outcomes of automated systems. A total of 

154 different organizations attempted to make a 

forecast. The winning team had a very high kappa 

score of 0.81407. Kaggle offers all of the code 

and data you may possibly want for your data 

science projects. With access to over 50,000 

publicly available datasets and 400,000 freely 

downloadable notebooks, you'll be able to 

complete any study in no time [4, 5]  

When evaluating AES systems, it is customary 

to first compare the ratings generated by the AES 

to the scores that were determined by human 

raters. The Pearson correlation, the Spearman 

correlation, and the QWK correlation are some of 

the statistical tests of correlation or agreement that 

may be used for this purpose [6]. The QWK 

measure was chosen to serve as the official 

assessment standard for the ASAP project. The 

QWK is a widely used measurement for 

determining the degree to which raters agree with 

one another (a.k.a. inter-rater reliability). 

II. LITERATURE REVIEW  

In the next part, a comprehensive literature 

study will be carried out on the most current AES 

research investigations. Table 1 compares popular 

AES. 

 
TABLE 1.  COMPARES POPULAR AES 

 

Research title 

1. A Neural Approach to Automated Essay Scoring [7] 

Research Method: Use recurrent neural networks to learn the 

relationship between an essay and its score. 

Results: 

o The system, based on LSM networks, beats a strong 

baseline by 5.6% in quadratic weighted Kappa without 

feature engineering. 

2. Skip Flow: Incorporating Neural Coherence Features for 

End-to-End Automatic Text Scoring [8] 

Research Method: This study describes a novel neural design that 

adds neural coherence to vanilla neural network models. 

Results: 

o The technique outperforms feature engineering baselines 

and deep learning models on the ASAP dataset. 

3. Attention-based Recurrent Convolutional Neural Network 

for Automatic Essay Scoring [9] 

Research Method: Recurrent Convolutional Neural Network 

(RCNN) to learn text representation and assess essays automatically 

Results: 

o The approach beats state-of-the-art neural networks for 

autonomous essay grading, according to ASAP data 

Future work: 

o Future study addresses neural models for cross-domain 

AES. 

4. Automated Essay Scoring: A Siamese Bidirectional LSTM 

Neural Network Architecture [10] 

Research Method: Subject matter experts provided sample essays to 

illustrate grading criteria. The writers also develop an essay and 

example essay input pair. The authors provided a symmetrical neural 

network AES model that accepts the new input pair. The Siamese 

Bidirectional Long Short-Term Memory Architecture (SBLSTMA) 

model captures essay semantics and grading requirements. 

Results: 

o The authors examine the ASAP dataset using the 

SBLSTMA model established for the Automated 
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Evaluation of Student Work task. The research shows that 

approach neural network technology is better than others. 

o Approach beats baseline by 5%. By deconstructing the 

model, the authors discover that one with distance input is 

superior than one without. 

Future work: 

o Using this strategy, test the hypothesis in several areas.  

o Investigate data augmentation to enhance the essay dataset. 

5. Automated essay scoring with string kernels and word 

embeddings [11] 

Research Method: string kernels and word embeddings, state-of-

the-art outcomes in text classification tasks including identifying 

native languages and Arabic dialects, String kernels compare strings 

by counting n-grams. 

Results: 

o The dataset utilized in the study was taken from 

kaggle.com. All the essays given are already human-

graded. 

o The authors contrasted in-domain and cross-domain 

technique on the Automated Student Assessment Prize data 

set with various state-of-the-art approaches. 

o In-domain and cross-domain comparative studies show that 

string kernels, alone and in conjunction with word 

embeddings, perform best on essay grading. The authors’ 

report better outcomes with shallow learning than with 

deep learning. 

6. Automatic Essay Scoring Incorporating Rating Schema via 

Reinforcement Learning [12] 

Research Method: The authors present a reinforcement learning 

essay scoring methodology using quadratic weighted kappa as 

guidance. 

Results: 

o Experiment findings on benchmark datasets show QWK 

training is successful. 

Future work: 

o In the future, reinforcement learning may explore 

additional scoring activities besides categorization. 

7. Automated Essay Grading using Machine Learning 

Algorithm [13] 

Research Method: machine learning techniques, Linear regression 

technique will be utilized for training the model along with making 

the use of various other classifications and clustering techniques. 

Results: 

o The dataset utilized in the study was taken from 

kaggle.com. All the essays given are already human-

graded. 

o Comparing human and machine-graded essays, it's evident 

that the computer can judge an essay like a person. 

Future work: 

o Future scope may be large. Model semantic and syntactic 

quality.  

o Utilize semantic parsers.  

o Using neural networks or PBFs, improve linear regression. 

8. The effectiveness of using a hybrid mode of automated 

writing evaluation system on EFL students' writing [14] 

Research Method: 

o The effectiveness of a hybrid automated writing evaluation 

system on EFL students' writing. 

o Learners wrote an essay in MY Access and saved it. 

Second session, they rewrote essays based on program 

comments. In hybrid mode, the same students changed 

their contribution based on the instructor's comments and 

kept contributing essays through MY Access. 

Results: 

o AWE programs improve writing production, according to 

research. 
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o In the hybrid scenario, students outperformed AWE 

students. 

Future work: 

o Small sample size limits the research. Future research 

should include more people.  

o Future study should follow students' activities while 

exposed to writing using AWE to see how their 

performance is associated with their interactions with quick 

feedback and if multiple activities might contribute to 

optimum writing output. 

9. Automated Essay Scoring based on Two-Stage Learning 

[15] 

Research Method: Two-Stage Learning Framework (TSLF) 

combines feature-engineered and end-to-end AES techniques. 

Results: 

o Experiments show the efficiency and resilience of Two-

Stage Learning Framework (TSLF).  

o TSLF exceeds baselines on 5/8 prompts and achieves state-

of-the-art average performance without negative samples.  

o TSLF beats the features engineered and end-to-end 

baselines after adding adversarial essays and is quite 

robust. 

10. AAEE – Automated evaluation of students’ essays in Arabic 

language [16] 

Research Method: A system based on Rhetorical Structure Theory 

and Latent Semantic Analysis 

Results: 

o The AAEE demonstrates 90% of test essays were 

accurately evaluated and a correlation of 0.756 between 

automated and instructor grading. This beats the Arabic 

human-human correlation of 0.709. 

Future work: 

o In future development, the authors will incorporate more 

system features to enhance assessment findings.  

o The authors plan to utilize word2vec for semantic 

similarity.  

o The authors want to enhance assessment outcomes by 

collecting more essays and having each one assessed by 

more than one instructor. 

11. Generalizability of Automated Scores of Writing Quality in 

Grades 3-5 [17] 

Research Method: The authors evaluated the dependability of 

writing assessment and if an automated essay scoring (AES) system 

may enhance judgements made regarding students in Response to 

Intervention frameworks for writing (RTI-W). 

Results: 

o Results showed that accurate low-stakes judgments, such 

as sending a student to intervention, may be made by 

averaging scores from a single narrative, informational, and 

persuasive prompt (three total) or two prompts per genre 

(six total) if delivered to samples of struggling writers.  

o Reliable high-stakes decisions, such as determining a 

student's eligibility for special education, could be made by 

averaging scores from two prompts per genre (six total) 

when administered to samples of students representing the 

full range of writing ability or 4–5 prompts per genre (12–

15 total) if administered to struggling writers. 

o These results assist educators and researchers enhance 

writing assessment based on decision type and student 

demographic. AES may be a viable alternative to standard 

human-scored writing exams for use in RTI-W, while 

construct validity study is required. 

12. Automatic Evaluation for Arabic Essays: A Rule-Based 

System [18] 

Research Method: This work presents a rule-based system to 

automatically analyze Arabic essays based on free textual essay 

analysis, regardless of predetermined model essays. 

Results: 
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o To test the technique, the authors gathered unconstrained 

pieces from university-level Arabic authors. This dataset 

was carefully reviewed using our good-writing rubric. Our 

algorithm properly scored 73% of essays overall. 

Moreover, system performance varies per criteria. 

Future work: 

o This system provides a basis for future AES systems with 

complicated characteristics and machine learning. 

13. Developing an Automated Essay Scorer with Feedback 

(AESF) for Malaysian University English Test (MUET): A 

Design-based Research Approach [19] 

Research Method: This research builds an essay grading system. 

AESF enables teachers to learn new marking topics, create tasks, 

assess progress, and certify scores, while students may practice 

writing and develop autonomously. At now, the system can grade 

and offer on-going feedback to users on two well-trained subjects. 

On untrained topics, AESF can nevertheless provide grammatical 

criticism. 

Results: 

o Five iterations led to Automated Essay Scorer with 

Feedback (AESF). This approach lets instructors gather 

marked essay examples to train on new essays. The 

instructor may then assign tasks, monitor student progress, 

offer comments, and correct scores.  

o Students may practice writing essays and get feedback at 

any step in the process to receive paragraph and overall 

essay grades.  

o 24 instructors from 5 schools tried the system in actual 

classrooms and liked it. 

Future work: 

o More students and markers will be recruited to contribute 

to the corpus' growth, which will benefit everyone 

involved. 

14. Automated Essay Grading [2]  

Research Method: 

o Machine learning techniques, categorizing a corpus of 

textual items into a few distinct grades. 

o Support-vector-machine produces a score after text pre-

processing, feature extraction, topic analysis, and quick 

similarity evaluation. 

Results: 

o The project Automated Essay Grading System improves 

manual and current automated essay grading systems by 

incorporating Machine Learning and Natural Language 

Processing methods. 

Future work: 

o An essay prompt similarity measure improves the model's 

accuracy.  

o Plagiarism detection would be beneficial.  

o The method only benefits the user if the authors can 

identify plagiarism.  

o Copying won't boost users' writing talents. 

15. Neural Automated Essay Scoring Incorporating 

Handcrafted Features [20] 

Research Method: Authors mix personally produced essay-level 

qualities with a DNN-AES model. 

Results: 

o This work utilized the ASAP dataset, a standard in AES 

research. 

o Accuracy is better for short essay prompts than lengthy 

essay prompts. 

o The approach enhances AES accuracy, according to 

experiments. 

Future work: 

o Applying the approach to additional DNN-AES models is 

another goal. 
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o Adding layers after the feature input layer may enhance 

accuracy. 

16. Enhancing Automated Essay Scoring Performance via Fine-

tuning Pre-trained Language Models with Combination of 

Regression and Ranking [21] 

Research Method: The authors use many task failures to fine-tune 

pre-trained language models to increase AES performance. 

Results: 

o Mean square error, batch-wise ListNet, and dynamic 

weights confine the scores. 

o Authors utilize Quadratic Weighted Kappa to measure 

model performance on the Automated Student Assessment 

Prize dataset. 

o The approach beats state-of-the-art neural models by 3% 

and the latest statistical model. The model outperforms 

other state-of-the-art models on two-story stimuli. 

Future work: 

o Future work will include using the complete lengthy text 

with the pre-trained BERT model. 

17. Automated Essay Grading System using NLP Techniques 

[22] 

Research Method: Proposed approach grades essays using two 

factors. Simple characteristics include spelling, grammar, 

punctuation, and proportional problems. Complex features include 

discourse analysis, topic analysis, and writing style identification. 

Many present AES systems don't examine the semantic aspects of the 

essay. 

Results: 

o The suggested system uses Kaggle datasets. Model 

accuracy and outcomes match instructors' grades. 

o The system fails on fresh data, and although 0.73 is nice, 

it's not acceptable for real-world deployment. 

Future work: 

o Changes in client needs might strengthen the system.  

18. The Application of Deep Learning in Automated Essay 

Evaluation [23] 

Research Method:  Neural network-based deep learning is suited for 

AES research and development since AES focuses on writing 

quality. Deep learning technology can grade human-scored writings 

as input and output. Deep learning may be utilized to choose 

linguistically significant writing attributes for AEE model generation. 

Results: 

Experiments demonstrate feasibility, thus further investigation is 

needed. 

Future work: 

o Deep learning learns probabilistic, not semantic, linguistic 

properties from a corpus. Deep learning has showed 

promise in NLP, however there is no ideal theory to 

describe its concept, hence it lacks theoretical foundation. 

o Most deep learning-based NLP research is data-driven, and 

few studies can be combined with linguistics. Future NLP, 

linguistics, cognitive science, and other fields should 

encourage each other to help robots comprehend and 

analyze language. 

19. Automated Essay Grading System Using Deep Learning [24] 

Research Method: The project aims to create a system that 

automatically scores essays and papers. The suggested grading 

system receives essays as input and scores them using deep learning 

methods such as LSTM and dense layers 

Results: 

o The algorithm makes excellent predictions based on word 

count, sentence count, prevalence, and elements of speech 

o By completing this study, the authors have shown the 

potential of neural networks in processing natural language 

challenges. 

Future work: 
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o Although we projected essay grades based on prevalence, 

this study has more potential.  

o Better performance and accuracy may be achieved by 

training the model on bigger, more complex datasets.  

20. Automated Essay Scoring System using Multi-Model 

Machine Learning [25] 

Research Method:  Using natural language processing methods like 

Global Vectors for Word Representation (GloVe) and neural 

networks for photo categorization, the authors built a time- and cost-

efficient automated grading system. 

Results: 

o The authors evaluated our technique using hand rated 

essays from a 2012 Kaggle competition on automated 

essay grading. 

o  The results reveal that the machine accurately scores most 

essays and grades the remainder similarly to a person. 

o The technique is successful in analyzing essay prompts and 

may be used to aid another grader or as an independent 

grader. 

Future work: 

Using Term Frequency - Inverse Document Frequency, the authors 

intend to counteract lengthier essays. This permits less important 

words, which occur more often in lengthier texts, to have less weight 

and the information to be more articulated. 

21. A Comparative Study of Pretrained Language Models for 

Automated Essay Scoring with Adversarial Inputs [26] 

Research Method: This research examines three AES models using 

distinct text embedding methods: Global Vectors for Word 

Representation (GloVe), Embeddings from Language Models 

(ELMo), and Bidirectional Encoder Representations from 

Transformers (BERT) 

Results: 

o The authors’ established a new evaluation measure, 

robustness, which assesses models' performance against 

adversarial inputs, and evaluated the three text embedding 

strategies by their models' resilience. BERT>Glove>ELMo 

o This shows BERT is the best paradigm for an AES system 

with adversarial attacks. 

22. Evaluation Toolkit for Robustness Testing of Automatic 

Essay Scoring Systems [27] 

Research Method: The authors offer a model-agnostic adversarial 

evaluation method and metrics for AES systems to assess natural 

language comprehension and resilience. 

Results: 

o The authors discover that AES models are very over stable, 

thus even substantial alterations (up to 25%) with unrelated 

material do not lower their score. Unrelated material 

improves scores, indicating that the models' assessment 

process and rubrics should be rethought. 200 human raters 

grade an original and hostile answer to see whether they 

can tell the difference and if they agree with auto scorers. 

Future work: 

o Future work involves creating more efficient AES systems 

utilizing the suggested metrics, merging the metrics to 

create a more holistic analysis criterion, and upgrading the 

assessment suite with focus on test type and student 

education level. 

23. Implementing Automated Writing Evaluation in Different 

Instructional Contexts: A Mixed-Methods Study [28] 

Research Method:  This research talks about the AWE system MI 

Write and shows the results of a mixed-methods study that looked at 

how AWE could be used to teach writing in middle school. The 

study looked at how AWE could be used in both a traditional 

process-based approach to teaching writing and a strategy-based 

approach based on the Self-Regulated Strategy Development model. 

Results: 

Interview data demonstrated that AWE's impact on teaching was 

comparable across settings; particularly, the introduction of AWE 

resulted in both instructional environments taking on purposeful 
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practice features. 

Future work: 

Future studies should explore the function of writing practice with 

AWE. 

24. A Trait-based Deep Learning Automated Essay Scoring 

System with Adaptive Feedback [29] 

Research Method: 

o The authors build a framework that improves the validity 

and accuracy of a neural-based AES model for 

evaluating/scoring characteristics. 

o The authors expand the approach to deliver trait-specific 

adaptive feedback depending on essay characteristics. 

Results: 

o The LSTM-based system beat the baseline by 4.6% in 

quadratic weighted Kappa (QWK).  

o Predicting characteristics scores improves total score 

prediction. 

Future work: 

o Future work may emphasize the words and phrases that 

gave the AES a certain score for additional analysis and 

adaptive feedbacking, in addition to training and testing the 

model on a bigger dataset with well-defined rubrics. 

25. Automated essay scoring using efficient transformer-based 

language models [30] 

Research Method: Analyze fine-tuned, limited-parameter NLP 

models using the AES dataset. Ensembling models provide better 

outcomes with fewer parameters than most transformer-based 

models. 

Results: 

o This research purpose was not to reach state-of-the-art, but 

to demonstrate that meaningful results may be achieved 

with a small memory footprint and computing budget. The 

authors’ exceeded prior BERT performances using one-

third the settings. 

o This approach helps categorize and evaluate papers when 

context is more important than existing transformer-based 

language models allow. 

o Combining techniques that improve performance should 

lead to smaller, better, and more environmentally friendly 

models. 

26. Integration of Automated Essay Scoring Models Using Item 

Response Theory [31] 

Research Method: The proposed approach uses Item Response 

Theory (IRT) to produce an average prediction score from many 

AES models, taking each model's details into consideration to 

measure examinees' abilities. 

Results: 

o A latent IRT model gives superior accuracy than individual 

AES models and averaged scores. 

27. Domain Specific Automated Essay Scoring Using Cloud 

Based Nlp Api [32] 

Research Method: The research describes a technique and 

application framework (PUAnalyzeThis) that uses MeaningCloud 

API to automatically extract entities, ideas, relations, etc. and 

generate scores and grades based on their relevance to a subject’s 

graph. 

Results: 

o The research offers a framework for swiftly assessing a 

group of texts. 

Future work: 

o Future research will include enhanced parallelization of 

text evaluation methods, using the Apache Hadoop cluster 

in the implementation design. Cluster nodes might leverage 

thread-level parallelism.  

o It's also a good idea to give an extra level of abstraction to 

guarantee program independence as to which 

morphological analyzer is utilized. 
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28. Neural-Network Architecture Approach: An Automated 

Essay Scoring Using Bayesian Linear Ridge Regression 

Algorithm [33] 

Research Method: The research introduced a neural-network 

approach architecture and Bayesian linear ridge regression algorithm 

to increase AES accuracy and reliability. 

Results: 

o Setting regression parameters and generating the Bayesian 

Ridge model exhibits data effectiveness. Bayesian Linear 

Ridge Regression Algorithm fits Automated Essay 

Scoring. 

Future work: 

o Future attempts may involve feedback analysis, which is 

crucial for self-regulated learning.  

o The research doesn't incorporate sentiment analysis, which 

might improve future essay interpretation.  

o The study lays the groundwork for future research on 

automated essay scoring.  

o The research will be a milestone in education, particularly 

essay writing, since it will improve education via higher 

instructor productivity and speedier student evaluation 

feedback. 

29. Automated Essay Scoring Using Transformer Models [34] 

Research Method: This research compares a transformer-based 

method to a BOW-based logistic regression model. 

Results: 

o Transformer-based approaches have several benefits, but 

BOW approaches reduce words to their stems and ignore 

word order. 

o A second advantage of the transformer-based technique, or 

a language model-based approach in general, is that AES 

may be improved by switching language models. 

o The authors also illustrate how transformer-based models 

may improve human raters' accuracy and offer instructions 

on how to use them. 

Future work: 

o The authors may simply score a task in a different language 

by switching to a related language model or a multi-lingual 

model, which enables fine-tuning the same task in several 

languages concurrently. 

30. Efficacy of Deep Neural Embeddings based Semantic 

Similarity in Automatic Essay Evaluation [5] 

Research Method: 

o Essay grading using semantic similarity 

o The study uses deep neural embedding to compute essay 

semantic similarity. Traditional text embedding approaches 

like Jaccard similarity index and TF-IDF estimate semantic 

similarity. Recent deep neural embedding techniques 

include ELMo, Google Sentence Encoder (GSE-Lite and 

GSELarge), and GloVe. 

Results: 

o Experiments demonstrate semantic similarity is crucial to 

essay judgment. 

o This study gives significant information on the embedding 

strategy to use in an automated essay assessment. 

31. AES Systems Are Both Over stable and Oversensitive: 

Explaining Why and Proposing Defenses [35] 

Research Method: The authors present detection-based protection 

models that accurately identify oversensitive and over stable samples. 

Results: 

o The methods accurately identify anomalous attribution 

patterns and adversarial samples. 

Future work: 

o The exploratory research hopes to start a dialogue about 

better modeling autonomous scoring and testing systems, 

particularly for essay grading. 
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32. Learning Automated Essay Scoring Models Using Item-

Response-Theory-Based Scores to Decrease Effects of Rater 

Biases [36] 

Research Method: This work presents a novel strategy for training 

AES models using IRT-based ratings to reduce rater bias. 

Results: 

o Using a real dataset, the authors showed that the suggested 

technique generates more robust essay scores than standard 

AES models. Our strategy enhanced rating prediction 

accuracy. 

Future work: 

o Future research will assess the suggested approach utilizing 

other datasets.  

o The authors want to repeat these tests using different 

ASAP essay data.  

o This topic's essay score prediction is easier than others with 

more flexibility or lengthier essays.  

o The diversity of essay subjects may increase the rating 

discrepancies between raters for different topics.  

o Developing an end-to-end training approach for the 

suggested technique is another future research area. 

33. Many Hands Make Light Work: Using Essay Traits to 

Automatically Score Essays [37] 

Research Method: The authors offer a technique to score essays 

holistically using a multi-task learning (MTL) approach, where 

holistic scoring is the main job and rating essay attributes is the 

auxiliary task. 

Results: 

o The BiLSTM system, which is based on multi-task 

learning (MTL), gives essays good scores on all of their 

qualities. MTL systems grade essays and attributes 2.30 to 

3.70 times faster than single-task learning (STL). 

Future work: 

o Future work might use characteristic scoring to provide 

text feedback to the writer, such as identifying where a 

poor trait score originated.  

o The authors also aim to apply this strategy in cross-domain 

AEG, where we train our system with writings from one 

question then test it with essays from another prompt. 

34. Integrating Cognitive Computing with Machine Learning 

for Big Data Analysis in Marking Digital Essay Examination 

[38] 

Research Method: This project aims to augment the prior essay-

marking application with cognitive-based models and a functional 

system to prove its practicability. 

Results: 

o This program will help university professors save paper 

during exams. This tool may assist West Africa 

Examination Council cut marking costs, human error, and 

exam logistics. 

Future work: 

o This framework implementation in colleges and high 

schools. 

35. Integrating Deep Learning into an Automated Feedback 

Generation System for Automated Essay Scoring [39] 

Research Method:  This research contributes the following. It 

compares three AES algorithms with word-embedding and deep 

learning models (CNN, LSTM, and BiLSTM). Second, it presents an 

automatic feedback creation mechanism based on Constrained 

Metropolis Hastings Sampling (CGMH). Third, it integrates AES and 

feedback generation into a classifier. 

Results:  

o The AES algorithm outperforms state-of-the-art scoring 

models, while the CGMH technique creates semantically-

related feedback phrases.  Constrained Metropolis Hastings 

Sampling 

o The results support an automated essay grading and 



11 

feedback system.  

o Implications may lead to models that expose linguistic 

aspects while attaining high scoring accuracy, as well as 

feedback corpora to give more semantically-related and 

sentiment-appropriate feedback. 

Future work: 

The present work might help create and validate individualized 

automated feedback for ITSs and other virtual learning systems. 

36. The Effects of Data Size on Automated Essay Scoring 

Engines [40] 

Research Method: The authors explore the influence of data amount 

and quality on three Automated Essay Scoring (AES) engines; 

Frequency and hand-crafted feature-based model, recurrent neural 

network model, and pretrained transformer-based language model for 

categorization. 

Results: 

o This research shown that LSTMs can perform comparable 

to transformer-based and BOW-based models in 

elaboration and organization given adequate data, and that 

conventions gain more from the pretrained model's starting 

attributes. 

37. Survey Paper on Smart Essay Grader [41] 

Research Method:  With more individuals taking numerous 

examinations like the GRE, TOEFL, and IELTS, judging each paper 

becomes more difficult, as does maintaining a consistent perspective. 

This project develops a robust interface to help people grade essays. 

This research helped us extract variables including the Bag of Words, 

sentence and word counts, average lengths, structure, and 

organization. 

Results: 

This approach is good for short datasets. 

Future work: 

The authors will do all in their power to maintain the most up-to-date 

version. 

38. A novel automated essay scoring approach for reliable 

higher educational assessments [42] 

Research Method: This research provides a transformer-based 

neural network model for better AES performance utilizing Bi-

LSTM and RoBERTa. 

Results: 

o Comparing essay scoring results with human raters shows 

that the proposed model surpasses previous techniques in 

QWK score. Comparative study of findings shows the 

model's usefulness in automated essay scoring in higher 

education. 

39. The Use of an Automated Writing Evaluation System for 

Summative Assessment in an EFL Context: The 

Relationship Between Automated System Scores and 

Human Raters’ Scores [43] 

Research Method:  Teachers' holistic scores and AWE holistic 

scores for the same student essays are the focus of this research. 

Results: 

o There seems to be a connection between a human-rater and 

an AWE system that is congruent with the correlation 

between two human-raters.  

o AWE's evaluation and instructors' assessments were found 

to have equivalent scores, score intervals and rationales for 

their results in each of these three categories.  

o Overall, the results may help us better understand how 

these methods might be used in EFL classrooms to 

evaluate students' writing abilities. 

Future work: 

o Future research might examine the usefulness of such 

systems in giving textual feedback to students and how 

they can be applied in L2 environments.  

o AWE-like technologies may assist create more conducive 

learning environments and support instructors in 

constructing more successful writing programs. 
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40. Automatic Assessment of English CEFR Levels Using BERT 

Embeddings [44] 

Research Method:  The authors suggest using neural networks to 

categorize English written examinations into CEFR levels. The 

authors use pre-trained Bidirectional Encoder Representations from 

Transformers (BERT) models to process language efficiently and 

quickly using attention-based processes and long-range sequence 

characteristics. 

Results: 

o The suggested technique is examined on two open-source 

datasets: EFCAMDAT and Cambridge Learner Corpus for 

the First Certificate in English (CLC-FCE).  

o The experimental findings suggest that the proposed 

technique may accurately estimate the learner's 

competency level, especially with large tagged corpora.  

o Adding modifications to the supplied text improves 

automated language evaluation. 

41. Countering the Influence of Essay Length in Neural Essay 

Scoring [45] 

Research Method: a basic neural network is introduced to compare 

essays with varying grades for content similarity 

Results: 

Dataset features should be taken into account while developing 

neural essay grading systems, according to the results. 

42. Automated Short-Answer Grading using Semantic 

Similarity based on Word Embedding [46] 

Research Method: The mechanism measured the learner's accuracy 

using word embedding and syntactic analysis. 

Results: 

o The semantic similarity technique had a 0.70 correlation 

and 0.70 MAE with the grading reference. 

Future work: 

o The authors want to enhance word2vec by adding new text 

corpora as input.  

o The authors want to increase the research problem, 

particularly for short essay replies needing a chain of 

solutions. 

43. Deep learning-based approach for Arabic open domain 

question answering [47] 

Research Method: Arabic Open-domain question answering 

(OpenQA) uses deep learning. The approach comprises of document 

retrieval to obtain key paragraphs from Wikipedia and an answer 

reader to extract the exact response. For passage retrieval, the model 

uses dense passage retriever and for reading comprehension, 

AraELECTRA. 

Results: 

o The dense passage retriever surpasses the classic TF-IDF 

information retriever in top-20 passage retrieval accuracy 

and enhances our end-to-end question answering system in 

two Arabic benchmark datasets. 

Future work: 

o For future work, the retriever can be improved by 

combining Dense Passage Retrieval (DPR) with BM25 or 

other IR models using a hybrid approach. 

44. Improving Performance of Automated Essay Scoring by 

Using Back-Translation Essays and Adjusted Scores [48] 

Research Method: In this work, the authors developed a strategy to 

enhance the number of essay-score pairings utilizing back translation 

and score modification. 

Results: 

o The authors analyzed enhanced data using past models. A 

model employing long short-term memory, frequently used 

for automated essay assessment, was also utilized to 

evaluate performance. Augmented data boosted 

performance. 

Future work: 

o The authors will develop more efficient, theoretically 
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theoretical, and practical score adjustment algorithms for 

back-translation essays.  

o Also, the strategy will be applied to additional datasets.  

o The authors will also study alternative data augmentation 

approaches and score modification strategies for AES. 

45. Survey on Automated Short Answer Grading with Deep 

Learning: from Word Embeddings to Transformers [49] 

Research Method: Recent advances in Natural Language Processing 

and Machine Learning have affected Automated Short Answer 

Grading, which we review. The authors augment prior surveys by 

analyzing contemporary deep learning algorithms. We analyze the 

move from hand-engineered features to representation learning 

techniques, which learn representative features from vast data 

corpora. 

Results: 

o Methods that mix hand-engineered features with semantic 

descriptions from the newest models, such transformer 

architectures, produce the highest results. 

Future work: 

o The supplied benchmark data sets are limited and not 

typical of queries and brief reference responses in diverse 

fields. This impedes the generalization of learning-based 

approaches, which might overfit. 

46. Towards Trustworthy Auto  Grading of Short, Multi-lingual, 

Multi-type Answers [50] 

Research Method: This research includes 10 million question-

response pairs from several languages encompassing math and 

language, with considerable variance in question-and-answer syntax. 

Fine-tuning transformer models for auto grading complicated 

datasets is beneficial. 

Results: 

o The top hyperparameter-tuned model has an accuracy of 

86.5%, equivalent to state-of-the-art models adjusted to a 

single question, subject, and language. 

o The authors also illustrate how instructors may limit the 

system's faults and check that the auto grader’s 

performance on specific examinations is near to predicted. 

Future work: 

o In future work, we want to enhance models by using 

additional information such as student response times, 

incorporating feedback to students (e.g., tailored 

explanations of auto grader choices and human-to-AI 

coaches), addressing trust difficulties, and detecting 

dishonest conduct. 

47. On the Use of BERT for Automated Essay Scoring: Joint 

Learning of Multi-Scale Essay Representation [51] 

Research Method: The authors present a jointly-learnable multi-

scale BERT essay representation. Multiple losses and out-of-domain 

transfer learning boost performance. 

Results: 

o Experiment findings reveal that our strategy benefits from 

cooperative learning of multi-scale essay representation 

and achieves virtually the state-of-the-art outcome in the 

ASAP test. 

o The technique outperforms all deep learning models in the 

ASAP challenge for lengthy text problems. 

Future work: 

o Introducing linguistic information at a suitable scale may 

enhance segmentation. 

48. Enhanced hybrid neural network for automated essay 

scoring [52] 

Research Method: This research presents a hybrid neural network 

for automated essay grading that extracts and merges linguistic, 

semantic, and structural essay features. 

Results: 

o When compared to four state-of-the-art models employing 

eight public data sets, our approach increases the Kappa 

index by 1.4%. 
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49. A systematic review of automated writing evaluation 

systems [53] 

Research Method:  The authors reviewed empirical AWE studies to 

better understand its validity. Using Scopus, we found 105 

publications on AWE scoring systems and coded them for argument-

based validation 

Results: 

o AWE scoring research had a rising trend but was 

heterogeneous in terms of language environments, 

ecological settings, and educational level;  

o a disproportionate number of studies were carried out on 

each validity inference, with the evaluation inference 

receiving the most research attention and the domain 

description inference being neglected; 

o most studies adopted quantitative methods and yielded 

positive results. 

50. Automated assessment of subjective assignments: A hybrid 

approach [54] 

Research Method:  This research enhances subjective assignment 

score prediction. Four ML methods are studied using language 

characteristics. The 3 Layer Neural Network with feature selection 

worked well with a QWK of 0.678. A novel hybrid model (LF-

BiLSTM-att-FS) combines a higher-level DNN with chosen 

characteristics to add deep learning. Pre-trained glove embedding 

adds text context. 

Results: 

o The suggested model improved accuracy, with a QWK of 

0.768. 

51. Intelligent Scoring of English Composition by Machine 

Learning from the Perspective of Natural Language 

Processing [55] 

Research Method:  This work presented an AI-based (machine 

learning) automated scoring model for NLP (NLP). With the n-gram 

model and decision tree (DT) algorithm as technical support, a 

composition scoring system is built using the composition's content 

as the extraction feature. Model training uses random forest 

algorithm. 

Results: 

o The suggested composition scoring system with N-gram 

model and DT algorithm and trained by random forest 

algorithm has great performance, can be used to 

automatically score students' English composition in 

schools, and offers a platform for educational applications 

of ML under AI. 

Future work: 

o The model's grammar judgement requires improvement. 

Next, neural networks and other technologies will be used 

to enhance grammar score. 

52. A Survey on Automatic Essay Evaluation System using 

Machine Learning [56] 

Research Method:  This research reviews related studies for 

automated essay scoring. 

Results: 

o Semantic similarity scores and sentimental analysis are 

often used. NLTK and POS are mainly utilized.  

o Performance classification uses SVM, Naive Bayes, 

Random Forest, etc.  

o They utilized KAPPA measurements (QWK). This 

document also includes essay evaluation advantages and 

downsides 

53. The use of semantic similarity tools in automated content 

scoring of fact-based essays written by EFL learners [57] 

Research Method:  This research examined open-source semantic 

similarity algorithms for evaluating fact-based essays by EFL 

learners. A native expert created a gold standard using 50 fact-based 

writing examples from a Japanese university's academic English 

course. InferSent, spaCy, DKPro, ADW, SEMILAR, and Latent 

Semantic Analysis created semantic similarity ratings between 

student and expert writing samples. 
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Results: 

o Three course professors evaluated student work manually. 

To verify human grade validity, samples with discrepant 

agreement were eliminated and inter-rater reliability was 

tested using quadratic weighted kappa. After the remaining 

samples' grades were validated, a Pearson correlation study 

between semantic similarity scores and human grades 

indicated that InferSent was the best method for predicting 

human grades. 

54. Application of an Automated Essay Scoring engine to 

English writing assessment using Many-Facet Rasch 

Measurement [58] 

Research Method:  The authors investigated the relationship 

between scores assigned by an Automated Essay Scoring (AES) 

system, the Intelligent Essay Assessor (IEA), and grades allocated by 

trained, professional human raters to English essay writing using two 

novel procedures: the logistic transformation of AES raw scores into 

hierarchically ordered grades, and the co-calibration of all essay 

scoring data in a single Rasch measurement framework. 589 US 

students in Grades 4, 6, 8, 10, and 12 wrote 3453 essays in response 

to 18 NAEP writing challenges (4, 8, & 12). 

Results: 

o The authors calculated rater, prompt, student, and rubric 

impacts using Many-Facet Rasch Measurement (MFRM). 

Within a single Rasch measuring scale, we compared 

human rater and IEA student ratings. The AES computer 

matched human assessments and was more consistent. 

55. AI-based automated writing evaluation for online language 

learning: Perceptions of distance learners [59] 

Research Method:  This research examines adult distance English 

learners' AWE tool experiences after a four-week writing 

assignment. Learners' evaluations of the process, how feedback 

helped their writing, and recommendations for using AWE in distant 

language learning were acquired using an online open-ended 

questionnaire. 

Results: 

o The data will add to the research on the usefulness of AWE 

technologies in remote language learning procedures. 

56. An effective approach for Arabic document classification 

using machine learning   [60] 

Research Method:  In this study, an Arabic text classification model 

was created utilizing Multinomial Nave Bayesian (MNB), Bernoulli 

Nave Bayesian (BNB), Stochastic Gradient Descent (SGD), Logistic 

Regression (LR), Support vector classifier (SVC), Linear SVC, and 

convolutional neural networks (CNN). Al Khaleej data is used for 

these algorithms. 

Results: 

o CNN with character level model outperforms other models 

in tests.  

o CNN's 98 accuracy beats the best machine learning 

technology. The offered strategies will be beneficial in 

social media. 

Future work: 

o Future studies might include gathering additional data and 

using transfer learning models, although data augmentation 

for Arabic remains an issue due to imbalanced data.  

o Increasing text classification accuracy with hybrid 

ensembling is another intriguing Arabic text classification 

field. 

57. Deep Learning Architecture for Automatic Essay Scoring 

[61] 

Research Method:  The authors present a new architecture based on 

recurrent and convolution neural networks (CNN). In the proposed 

architecture, the multichannel convolutional layer learns and captures 

contextual word n-gram features from word embedding vectors and 

important semantic notions via max-pooling. 

Results: 

o The experiment used eight Kaggle AES datasets. Our 

suggested approach provides greater grading accuracy than 

previous deep learning-based AES systems and state-of-
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the-art AES systems. 

Future work: 

o Future research will include attention processes and 

examine their implications on score prediction. 

58. An automated essay scoring system: a systematic literature 

review [62] 

Research Method:  This article reviews automated essay grading 

methods. The authors researched AI and ML strategies used to score 

essays automatically and assessed existing research constraints. 

Results: 

o The authors noticed that essays aren't graded on relevance 

and coherence. 

59. EssayGAN: Essay Data Augmentation Based on Generative 

Adversarial Networks for Automated Essay Scoring [63] 

Research Method:  EssayGAN is a computer program that uses 

generative adversarial networks to automatically generate essays 

(GANs) 

Results: 

o Data augmentation utilizing augmented essays improves 

the performance of AES systems, according to 

experimental findings.  

o EssayGAN is able to create essays that not only include 

many sentences but also maintain the coherence of those 

sentences inside the essay. 

60. Ablation Study on Feature Group Importance for 

Automated Essay Scoring [64] 

Research Method:  In our work, the authors performed ablation 

research to find the weakest designed characteristics. The authors 

employed the same feature engineering and classification 

methodology as the Automated Student Assessment Prize winners 

(ASAP). 

Results: 

o The findings reveal that the prompt is the least influential 

semantic component. This was due to the classification 

mode being overfit. 

Future work: 

o The authors may then investigate the new prompt function. 

61. Automatic scoring of Arabic essays over three linguistic 

levels [65] 

Research Method:  Essays are graded using lexical, syntactic, and 

semantic aspects. Sentence structure determines syntactic level. The 

ultimate essay score is a composite of each level's score. 

Results: 

o The investigations indicate that trained models reach 

accuracies and quadratic weighted kappa values 

comparable to two human raters.  

o The findings show that a decision support Arabic scoring 

system is possible with reasonable assumptions. 

62. IBM Watson Studio for Building an Automated Essay 

Grading System [66] 

Research Method:  This research compares contemporary essay 

grading methods based on technique, performance, and targeted 

traits. LSTM, Watson, RNN 

Results: 

o Several Explainable AI algorithms were recently disclosed, 

but no study has examined their role. Automated essay 

scoring systems grade essay characteristics. Style, 

substance, and semantic make up these characteristics. 

Most suggested systems address style, substance, or both. 

Future work: 

o Future essay grading systems must concentrate on semantic 

elements; additional semantic attributes may aid with 

accuracy. Current grading methods can't determine essay 

accuracy or consistency. 

63. Antecedents of Student Character in Higher Education: The 

role of the Automated Short Essay Scoring (ASES) digital 

technology-based assessment model [67] 
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Research Method:  This survey-based, cross-sectional investigation 

was conducted. 412 Indonesian higher education personnel received 

the questionnaire via random selection. 61.29 percent of respondents 

were useful. Surveys gathered the data. 

Results: 

o The research found that digital assessment methods and 

trust impact student character.  

o Character also improves academic success. Student 

character's moderating function is supported. 

Future work: 

o Future studies may also examine culture's moderating 

influence in the framework.  

o Culture affects a student's values and views. It's also cross-

sectional. Future research may be longitudinal.  

o This quantitative research concludes. Future study should 

use mixed methods for better outcomes. 

64. An Automated Writing Evaluation System for Supporting 

Self-monitored Revising [68] 

Research Method:  This study describes the creation and assessment 

of an automated writing evaluation system that merges NLP and user 

interface design to help students self-revise. 

Results: 

o A classroom deployment suggests that NLP can properly 

evaluate where and what sort of modifications students 

make throughout paper versions, that students participate in 

self-monitored rewriting, and that the interfaces for 

displaying NLP findings are effective. 

 

III. CONCLUSION 

The use of automated essay grading systems 

faces significant obstacles for researchers. Despite 

the difficulty of developing a reliable AES 

system, a number of academics are diligently 

pursuing this goal. Not every evaluation technique 

is assessed according to the five criteria of 

consistency, usefulness, fullness of information, 

feedback, and expert understanding. The majority 

of essay scoring systems rely on the Kaggle 

ASAP (2012) dataset, which contains generic 

student essays and does not demand domain 

expertise; hence, there is a need for domain-

specific essay datasets for training and testing 

purposes. Over the past few years, a lot of 

different automated essay scoring (AES) methods 

have been made. Recent developments in deep 

learning have shown that using neural network 

techniques with AES systems may give cutting-

edge results. In the past few years, everyone has 

agreed that using pre-trained models is the best 

way to solve the vast majority of NLP problems., 

despite the fact that no system provides students 

with feedback on their answers. 
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